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Alert: Some students’ progress are low

Analyze, Visualize and Alerts student-agent interaction to the instructor in real-time.

Class-wide Adjustment:
Set all agents to Auto Mode

Instructors adjust the Agent’s feedback mode based on timing and interface insights.

Figure 1: A real-world classroom example of using the ClassAid system is shown here. At the beginning of the class, the
instructor set all TA agents to Heuristic Mode, which provides high-level hints to encourage independent thinking. After 10
minutes, noticing that some students were progressing slowly, the instructor switched their agents to Technical Mode, which
offers code examples. At the 20-minute mark, all agents were changed to Auto Mode, allowing the system to adaptively support

students based on their real-time performance.

Abstract

Generative Al is reshaping education, but it also raises concerns
about instability and overreliance. In programming classrooms, we
aim to leverage its feedback capabilities while reinforcing the edu-
cator’s role in guiding student-Al interactions. We developed Clas-
sAid, a real-time orchestration system that integrates TA Agents
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to provide personalized support and an Al-driven dashboard that
visualizes student-Al interactions, enabling instructors to dynami-
cally adjust TA Agent modes. Instructors can configure the Agent
to provide technical feedback (direct coding solutions), heuristic
feedback (hint-based guidance), automatic feedback (autonomously
selecting technical or heuristic support), or silent operation (no Al
support). We evaluated ClassAid through three aspects: (1) the TA
Agents’ performance, (2) feedback from 54 students and one instruc-
tor during a classroom deployment, and (3) interviews with eight
educators. Results demonstrate that dynamic instructor control over
Al supports effective real-time personalized feedback and provides
design implications for integrating Al into authentic educational
settings.
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1 Introduction

Programming is increasingly recognized as a foundational literacy
of the digital era, swelling beginner enrollments and straining the
capacity of large courses to provide timely, individualized feed-
back [35, 41]. Conventional supports can be insufficient for novices,
as limited instructor time, help-seeking hesitancy, and repeated
requests from a small subset of students often result in uneven
feedback [32, 42, 82, 83]. Generative Al, particularly large language
models (LLMs) such as ChatGPT, has opened significant opportuni-
ties for programming education by improving information retrieval,
serving as capable programming assistants, and reducing instructor
workload [50, 52, 74]. LLMs achieve high accuracy on beginner
tasks and readily complete small programming exercises [28, 30].
Despite this promise, classroom use remains challenging due to
persistent Al instability and student overreliance [27, 42], high-
lighting the need for more reliable, pedagogically aligned support
systems. Systems such as CodeAid leverage LLMs to provide accu-
rate, solution-free feedback for post-class learning, yet they lack
mechanisms for real-time instructor monitoring and adaptive ad-
justment to students’ evolving progress [32]. Other systems, such
as SPHERE, utilize LLMs to help instructors generate large-scale,
high-quality personalized feedback. However, they did not ana-
lyze how students interact with LLM-driven agents and remain
insufficiently dynamic to adjust responses in real time. Nonethe-
less, none of these systems is designed to continuously interpret
ongoing student—AlI interactions or to support instructors in real-
time orchestration of the AI's behavior [37], which is essential for
preventing overreliance and enabling more targeted, personalized
support [36, 37, 40].

Moreover, most LLM-based programming assistants remain pas-
sive, responding only to explicit prompts [42, 43]. In contrast, hu-
man instructors in classrooms actively circulate, detect when stu-
dents are stuck or disengaged, and intervene proactively [76]. To
mitigate Al passivity and uncertainty while ensuring responsible
use, Al systems should incorporate instructor-like reasoning while
remaining under instructor control, allowing it to adapt to stu-
dents’ evolving learning states [45]. Accordingly, there is a need
for classroom-oriented Al that operates under instructor oversight
to provide real-time, personalized feedback, reduce instructors’
workload, and foster student engagement [7].
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Based on formative and dynamic assessment theories [4, 48],
we developed an intelligent TA Agent within the ClassAid student
interface to deliver personalized and adaptive support. The agent
continuously monitors students’ interactions with Al to identify
metacognitive levels and potential obstacles, reviews prior work and
current performance to diagnose issues and assess progress, consid-
ers alternative feedback responses, selects the one most aligned with
the student’s current needs, and implements targeted interventions
to help students adjust strategies and strengthen metacognitive
abilities. In parallel, ClassAid provides an instructor dashboard that
offers real-time visibility into student—Al interaction patterns and
the TA Agent’s response. Instructors can dynamically regulate the
Agent’s behavior by switching among four feedback modes (tech-
nical, heuristic, automatic, silent), ensuring pedagogically aligned
guidance while preventing student overreliance on AL. We deployed
ClassAid in a class activity with 54 students, where the instructor
actively monitored and adjusted Agent behaviors through the dash-
board, demonstrating the system’s practicality and effectiveness in
authentic teaching scenarios. Follow-up interviews with eight pro-
gramming educators further validated its instructional value and
highlighted its potential for broader application. The contributions
of this study are summarized as follows:

e We propose a six-stage intelligent TA Agent framework
based on formative and dynamic assessment theories [4, 48],
which operationalizes instructors’ diagnostic reasoning into
dynamic analysis and personalized feedback.

We develop ClassAid, an instructor-Al-student orchestra-
tion system that analyzes students’ interactions with Al in
real time and enables instructors to dynamically adjust the
Agent’s behavior for personalized support while preventing
overreliance.

Through classroom deployment (n = 54), TA Agents’ feedback-
quality evaluation, and educator interviews (n = 8), we demon-
strate that ClassAid’s instructor—AlI collaboration provides
effective real-time personalized support for classroom pro-
gramming.

2 Related Work

2.1 LLM-based Conversational Agent in
Programming Education

LLMs show promise in programming education by automating
content generation [11], improving error explanations and debug-
ging [57], and enabling strategies such as Al-guided learning and
code refactoring [41]. But instructors worry that, especially for be-
ginners [31, 53], AI's excessive helpfulness can foster overreliance
and weaken critical thinking [19]. For example, novices using tools
like GitHub Copilot embedded in the IDE may quickly accept au-
tomatic suggestions without understanding the underlying logic,
leading to passive engagement [10].

To address this issue, researchers design “guardrails” to ensure
academic integrity and promote meaningful learning [42]. For in-
stance, Liu et al. developed CS50.ai, which not only provides fast
and accurate Al-generated answers but also incorporates “teach-
ing guardrails” to encourage students to think critically rather
than simply providing answers [12]. Similarly, CodeAid designed
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various query functions to prevent Al from directly offering so-
lutions [32]. Although such coding assistants avoid giving direct
answers [12, 32], existing systems still lack human-like teaching
interaction capabilities and exhibit insufficient intelligence. A key
limitation is that outputs are tied to fixed prompts and adapt poorly
to evolving student needs in real class[45]. Most systems also keep
Al reactive, responding only to explicit requests. Recent studies
explore proactive code detection and help [8, 43], but their feedback
often remains oriented toward task completion and weakly aligned
with specific learning objectives [1].

Instructors’ support during classroom programming is dynamic
and context dependent [64]. It must account for students’ cognitive
level, learning objectives, progress, and overall class performance,
which calls for personalized and adaptive guidance [49]. For exam-
ple, SPHERE leverages students’ process-based evidence to help in-
structors craft personalized feedback [65], but its instructor-driven,
asynchronous workflow requires manual review, which prevents
it from delivering real-time or adaptively responsive support to
students’ evolving needs or their interactions with Al This paper
examines how to design more intelligent Al that can proactively par-
ticipate in students’ work in real-time while remaining dynamically
adjustable and supervisable by instructors in classroom program-
ming.

2.2 Classroom Orchestration in Education

2.2.1 Real-Time Classroom Orchestration. Classroom orchestra-
tion encompasses individual assignments [21], group tasks, and
whole-class interactions [44]. Instructors need to plan [15], monitor,
and adjust activities to achieve instructional goals [46]. Real-time
orchestration and monitoring are essential for providing timely
feedback [23]. For example, FACT monitors learners’ behaviors,
such as handwriting and typing, to help instructors stay aware of
classroom dynamics [69]. Codeopticon displays each learner’s ac-
tions on a dashboard with real-time collage views of editing and de-
bugging processes, supported by chat for one-to-many tutoring [17].
VizGroup offers group-level anomaly detection through alerts and
notifications [66]. Tools such as RIMES [34] and VizProg [81] pro-
vide dashboards for real-time observation, enabling instructors to
identify key learning behaviors. Building on these systems, SPARK
introduces a checkpoint-based progress monitoring framework that
dynamically visualizes students’ progress across stages [79]. These
systems improve instructors’ monitoring and analytical efficiency
but remain focused primarily on real-time learning analytics, with
limited support for in-situ classroom adjustments. ClassAid extends
this line of work by enabling instructors to not only view learn-
ing analytics but also dynamically adjust classroom strategies and
feedback in response to emerging instructional needs.

2.2.2  Human-Al Co-Orchestration. With advances in Al, coordina-
tion tools now support a human and Al collaborative orchestration
model that helps manage complex classrooms [67] [24]. For exam-
ple, Pair Up in mathematics education automates peer matching
and assigns roles such as mentor and problem solver, easing group
management [77]. Despite demonstrated benefits, Al-based orches-
tration tools remain inflexible. They center on lesson-plan adjust-
ments rather than novices’ evolving cognitive needs, offering little
personalized or adaptive support [25, 71, 72]. Research also seldom
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examines how students interact with generative Al or how instruc-
tors can monitor and manage these interactions in real time [9, 73].
As generative Al becomes increasingly common in classrooms, this
gap risks missed timely interventions and raises concerns about the
quality, reliability, and safety of interactions between students and
Al including the potential for misinformation, cognitive overload,
and overreliance [75] [56]. Instructors, therefore, need real-time
insights into individual progress, whole-class dynamics, and how
students engage with Al systems [78]. Such visibility enables more
purposeful interventions and helps ensure the appropriate, produc-
tive, and safe use of AI [33]. To address these challenges, we study
students’ cognitive processes during classroom programming and
introduce a multi-level TA Agent framework. ClassAid provides
interactive Al guidance for students and a transparent dashboard
for instructors to observe and understand interactions between
students and AL

3 Formative Study

We conducted a formative study to investigate challenges in class-
room programming and to understand instructors’ concerns and
expectations about integrating Al into teaching. Seven university
programming instructors (T1-T7) were recruited through snowball
sampling (4 female; mean age = 35.42, SD = 6.50; teaching and pro-
gramming experience: mean = 8.14 years, SD = 6.67), each receiving
$20 compensation. Additional demographic details are provided
in the Appendix. The study was approved by the host university’s
IRB.

3.1 Procedure

We conducted semi-structured Zoom interviews to understand
challenges in classroom programming and to elicit instructors’
needs and feedback. The protocol covered experiences with in-class
programming, instructional design goals, assessment practices, and
common difficulties. We also explored attitudes toward using Al in
class and related concerns, posing follow-up questions as needed
to obtain details (shown in the Appendix A.2). Each session lasted
40-60 minutes and was documented through typed notes and audio
recordings.

3.2 Findings

The following summarizes instructors’ perspectives on program-
ming challenges and on using Al tools to support teaching.

3.2.1 Challenges in In-Class Programming Activities. C1: Limited
Feedback Capacity — Challenges in Providing Timely and
Personalized Support. Consistent with prior work, participants
reported that limited class time hindered timely and personalized
feedback. Peer assessment offers some support but does not meet
students’ personalized needs [70]. T1 noted that only students who
proactively seek help receive responses, leaving quieter students over-
looked. Participants linked low help-seeking to social pressures, such
as fear of seeming “not smart.” T7 found that anonymous question
submission increased willingness to ask but did not allow real-time
responses. T5 used dedicated Q&A segments to batch questions, but the
lack of continuity limited ongoing support. Without timely feedback,
students may fall into cycles of misunderstanding, and instructors
often detect issues only after they escalate.
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C2: Instructional Blind Spots — Difficulty Monitoring Stu-
dent and Class Progress. Consistent with prior work, instructors
reported difficulty monitoring progress and task completion in
real time, limiting immediate pedagogical adjustments [66, 81]. T2
noted that large-class settings often create a “disconnect” that pre-
vents instructors from adjusting instruction to students’ needs. Par-
ticipants also struggled to identify common classwide issues. These
challenges highlight the need for real-time support that captures
individual and class progress and provides efficient, personalized
feedback.

3.22 Challenges of Using Al Tools in Real-World Classrooms. C3:
Lack of Trust — Concerns About the Accuracy and Appro-
priateness of AI-Generated Content. All participants had prior
experience with Al and acknowledged its potential for program-
ming feedback, but they questioned the reliability and pedagogical
appropriateness of Al outputs. They cited risks of biased or incorrect
content, academic dishonesty, and overreliance [29]. Emphasizing
that the process matters more than the answer [19], T7 allowed
Al use but required students to submit conversation logs to monitor
motivation and ability. Participants also worried that Al can weaken
higher-order thinking. T2 noted that some students become accus-
tomed to “mechanical questioning and mechanical receiving,” which
undermines independent and critical reasoning.

C4: Limited Intelligence - Inability of Al to Offer Dynamic
and Contextualized Feedback. Participants noted that current
Al tools lack the feedback flexibility and contextual awareness
that human instructors provide. Whereas instructors integrate stu-
dent background, task progress, and course pacing when adapting
support, Al tools often generate fixed responses based on preset
prompts and cannot adjust in real time. Instructors also vary their
guidance throughout an activity, starting with broad encourage-
ment and shifting to detailed, directive support. T4 commented, ‘Al
is usually passive, but classroom interactions are active. Instructors
intervene proactively; Al still struggles with that.”

C5: Role Conflict - Risk of Undermining Instructor Au-
thority. When we introduced the idea of a TA Agent for real-time
feedback, several participants worried it could undermine their
classroom authority and marginalize their role. As T5 said, “If stu-
dents can get timely and accurate feedback from AL then what do
they still need us for?” They also noted that Al lacks social pressure,
causing some students to favor Al over instructors. T6 remarked,
“After asking the Al students stop coming to me. They just go straight
to the AL” These shifts reduce instructors’ control over pacing and
depth and limit their ability to adjust to class needs.

These challenges highlight the need for classroom Al that pre-
serves instructors’ authority, supports rather than replaces them,
and offers context-aware, adaptive feedback that is targeted and
instructionally meaningful.

3.3 Design Goals

Drawing on participant feedback and related research, we propose
the following four design goals.

DG1: Provide Real-Time Personalized Feedback to Support
Student Learning. Instructors struggle to provide timely, individ-
ualized feedback during class due to limited time and large class
sizes (C1). ClassAid should deliver a TA Agent that offers real-time,
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context-aware feedback tailored to each student’s questions, cog-
nitive level, and learning progress. To address concerns about Al
quality and pedagogical appropriateness (C3, C4), the system must
ensure feedback is trustworthy, pedagogically sound, and aligned
with instructional goals.

DG2: Enable Real-Time Monitoring of Individual and Class-
Wide Student-Al Learning Dynamics. Instructors currently lack
effective tools to monitor how students engage with AI during prob-
lem solving, including their progress, misconceptions, and reliance
patterns (C2). ClassAid should offer real-time visibility into both in-
dividual student-Al interactions and aggregated class-wide learning
dynamics, allowing instructors to detect emerging challenges early,
adjust instructional strategies in real-time, and deliver targeted,
data-informed interventions.

DG3: Empower Instructors with Control and Oversight
of AI-Generated Feedback. Instructors express concerns about
losing instructional authority and control when Al agents interact
directly with students (C5). ClassAid should preserve instructor
leadership by providing flexible mechanisms for supervising and
adjusting Al behavior in line with pedagogical needs and classroom
context. This ensures that Al augments rather than replaces, the
instructor’s role, maintaining accountability and alignment with
learning objectives.

DG4: Facilitate Student Engagement and Feedback to Build
Trust. Students’ acceptance and trust in Al-generated feedback
directly impact learning outcomes. To address concerns about Al
intelligence and appropriateness (C3, C4) while strengthening the
instructor-student feedback loop (C5), ClassAid should enable stu-
dents to actively evaluate and respond to Al feedback. This bidi-
rectional feedback mechanism enhances student agency, provides
instructors with signals to assess Al reliability, and fosters a har-
monious learning environment.

4 ClassAid Design and Implementation

We designed ClassAid, a real-time orchestration system that inte-
grates a student interface (Fig. 2) and an instructor dashboard (Fig. 4)
to support programming instruction in live classroom settings.

4.1 Student Interface Design

Once the programming activity begins, students access an interac-
tive interface (Fig. 2). The top of the interface displays the current
TA Agent feedback mode (Fig. 2-a1), helping students understand
how the agent will respond. Before writing any code, students can
view the task description in the Task Panel (Fig. 2-a2), open datasets
through the “Data” button (Fig. 2-a3), and preview the expected
output via the “Final Visualization” button (Fig. 2-a4). The interface
also provides partial starter specifications that allow students to
edit an existing JSON structure (Fig. 2-c1), helping them begin the
task more effectively. Together, these features help students clearly
understand the task objectives and available resources.

During the problem-solving process, if students encounter diffi-
culties, they can ask questions to the TA Agent through the Chat
Panel (Fig. 2-B, b3). Drawing on formative and dynamic assessment
theories [4, 48], the TA Agent incorporates instructors’ adaptive
teaching strategies. By analyzing each learner’s cognitive level,
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Figure 2: Student interface during in-class programming activities. (A) The task panel shows the current feedback mode (al),
task description (a2), data (a3), and expected output (a4). (B) The chat panel supports student questions and TA Agent responses,
with options to rate messages and receive proactive feedback (b1). (C) The code panel allows students to write and run code. (D)

The output panel displays execution results and error messages.

error type, and learning progression, it dynamically adjusts feed-
back to close feedback gaps, support autonomous learning, and
promote higher-order thinking while preserving independent rea-
soning (DG1). The Agent provides four response modes: Heuristic
Mode encourages reflection through open-ended prompts; Techni-
cal Mode provides concrete code solutions guidance; Auto Mode
balances both approaches based on real-time context; and Silent
Mode intentionally withholds responses to maintain student auton-
omy (details in Section 4.2.4). The TA Agent responds according to
the active mode. ClassAid also allows students to evaluate TA Agent
feedback, strengthening the student-instructor feedback loop on
Al-generated content. Students can “like” or “dislike” the response
(Fig. 2-b1), helping instructors monitor the TA Agent’s performance
(DG4). Providing feedback is optional, if a student submits a rating,
a confirmation message (“Thanks for your feedback!”) appears.

Code editing occurs in the Code Panel (Fig. 2-C), where students
write their solutions and execute them using the “Run” button
(Fig. 2-c1). The execution results are shown in the Output Panel
(Fig. 2-D). If an error occurs, the system returns a specific mes-
sage; if the code runs successfully, the result appears. Unlike typical
console reports that provide only generic feedback, our system
classifies errors into five categories (schema, data, mark, encod-
ing, and JSON syntax) and offers targeted recommendations. For
example, the code in Fig. 2-B would yield only “Error: Invalid
Vega-Lite specification”in astandard console, which provides
limited guidance for beginners. In our interface (Fig. 2-D), the sys-
tem instead reports “Error: Missing encoding specification,
explicitly identifying the missing encoding declaration and helping
students fix the issue more efficiently.

Except in Silent mode, the TA Agent can also generate proactive
feedback. For example, if a student submits incorrect code multiple
times within a short period, the system automatically provides
suggestions (Fig. 2-b2). This proactive feedback aligns with the
active mode: in Heuristic mode it is heuristic, in Technical mode it is
technical, and in Auto mode the system selects the appropriate type
based on context. These messages are labeled as “Auto Generated”
and visually distinguished with a blue background, helping students
recognize that the feedback is system-initiated.

Instructors can adjust the TA Agent’s feedback mode in real time,
and the mode indicator on the student interface (Fig. 2-al) updates
immediately. After finishing a task, students click “Complete Task”
(Fig. 2-a5) to move to the next phase. The system then archives the
current conversation and code, generates a task summary with core
concepts and scoring, and refreshes the interface to create a clean
workspace for the next task.

4.2 TA Agent Framework

To build an intelligent TA Agent capable of providing students
with real-time, personalized feedback (DG1, DG2), we designed
and implemented a six-stage framework grounded in formative and
dynamic assessment theories [4, 48]. The framework was developed
with guidance from an educational technology expert with over a
decade of experience in learning analytics and is powered by LLMs
to emulate the diagnostic reasoning loop of human instructors in
classroom settings (shown in Table 1). The expert also contributed
to defining and validating the weighting of key indicators to en-
sure their pedagogical soundness. The full prompt templates are
provided in the Appendix.
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Figure 3: Overview of the TA Agent’s six-stage orchestration pipeline for student learning support within the ClassAid system.
Student activity data, such as question submissions, code execution, and interaction traces, are first collected through the
ClassAid Student Interface and passed to the TA Agent backend. The agent then enters a six-stage pipeline that observes,
analyzes, and responds to student learning behaviors. Meanwhile, instructors monitor student progress and the TA Agent’s
performance through the ClassAid Instructor Dashboard and can adjust feedback modes in real time to align with pedagogical

goals.

4.2.1 Stage 1: Observing Student Learning Activities. Once a stu-
dent begins a task, the TA Agent enters an observation stage and
continuously tracks behaviors such as editing inactivity, question
submissions, code modifications, and execution events to capture
real-time learning dynamics. An inactivity timer with a 240-second
threshold flags periods without keyboard, mouse, or click interac-
tions as inactivity. This value was empirically chosen to reduce false
alarms when students pause to read or consult materials, helping
identify learning bottlenecks or motivational issues. When a ques-
tion is submitted, the TA Agent classifies it using Bloom’s taxonomy
(Remember, Understand, Apply, Analyze, Evaluate, Create) [13] and
analyzes any accompanying code for syntax or semantic errors,
labeling specific error types to clarify student difficulties. Code
changes are recorded incrementally. Each time the student clicks
“Run,” the TA Agent performs a multi-step check that verifies JSON
format and required fields, conducts runtime analysis, and returns
either error details or the visual output. This integrated monitoring
enables precise assessment and personalized feedback.

4.2.2  Stage 2: Identifying Learning Obstacles. Building on Stage 1
behavioral monitoring, the TA Agent in Stage 2 identifies learning
obstacles through three types of dynamically triggered interven-
tions. Passive triggers respond to explicit student actions, such as
question submissions or code execution failures, and are treated as
high-priority help requests. Proactive triggers arise from the Agent’s
own judgment. For example, prolonged inactivity or extended edit-
ing without queries require autonomous intervention. Predictive
triggers rely on historical patterns, such as repeated errors or shifts
in cognitive level (e.g., a two-level shift across five interactions),
signaling potential comprehension gaps. When multiple triggers oc-
cur, the TA Agent prioritizes them in the order of passive, proactive,
and predictive, ensuring prompt responses to direct help-seeking
while still addressing subtler issues. To minimize unnecessary inter-
ruptions, we added a time window and cooling mechanism based

on inactivity detection. Within any five-minute period, no more
than two pause-related triggers are permitted, and non-passive
triggers are subject to a two-minute cooling period. If triggered
again within this interval, the system returns an empty trigger list
and halts further analysis, reducing redundant interventions.

4.2.3 Stage 3: Reviewing and Assessing Student History. Once ac-
tivated by a trigger, the TA Agent enters the review stage and
analyzes the student’s historical interactions to support targeted
feedback. It automatically retrieves and organizes behavioral data
and Student-Al interaction logs, extracting and summarizing key
information across multiple dimensions. The Agent monitors the
student’s cognitive level using Bloom’s taxonomy to detect stag-
nation or regression [13]. It also compiles statistics on error types,
frequencies, and distributions to identify recurring patterns and
infer potential conceptual misunderstandings. To evaluate task per-
formance, the Agent considers both progress and code execution
success to estimate the student’s learning stage and mastery level.
From a conceptual perspective, it distinguishes between mastered
and problematic concepts, highlighting areas that require further
study.

4.2.4 Stage 4: Considering Appropriate Forms of Learning Support.
Based on our formative study and related educational theories, we
found that instructors consider students’ cognitive level, error type,
and learning progress when deciding how to provide support. In
practice, we identified three recurring support patterns. At the be-
ginning of the class activity, instructors often used open-ended
and encouraging prompts that guided students to construct under-
standing independently, consistent with constructivist teaching and
aligns with heuristic feedback [22]. As the activity progressed and
students encountered concrete syntax or logic problems, instructors
shifted to more detailed and directive guidance to help them resolve
problems efficiently, corresponding to technical feedback [6]. When
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Table 1: Alignment between the Six-Stage TA Agent Framework and Formative / Dynamic Assessment Theories.

Stage Theoretical Alignment

Implementation

Observing Student Learning  Formative Assessment — Evidence Collection

Activities

Dynamic Assessment - Exploring ZPD
Boundaries

Identifying Learning Obsta-
cles

Formative Assessment — Accumulating Evi-
dence

Reviewing and Assessing
Student History
Dynamic Assessment — Simulating ZPD

Formative Assessment — Feedback and Ad-
justment

Considering  Appropriate
Forms of Learning Support

Selecting Adaptive Feedback
Modes

Formative Assessment — Quantifying Diag-
nostic Judgments

Formative Assessment — Feedback Imple-
mentation

Dynamic Assessment — Scaffolding and Ex-
tending Potential

Intervening to
Learning Progress

Support

Monitor editing, running, questioning, and inactivity
Classify questions with Bloom’s taxonomy

Analyze syntax/semantic errors

Inactivity timer flags stagnation

Passive triggers: student requests

Proactive triggers: inactivity or extended editing
Predictive triggers: historical patterns, repeated errors
Simulates teacher probing of ZPD

Aggregate logs of past interactions

Track Bloom’s taxonomy level shifts (stagnation/regression)
Compile error statistics and distributions

Distinguish mastered vs. problematic concepts

Model ZPD dynamically using historical patterns

Generate feedback based on cognitive level, error type, and knowledge
gaps

Heuristic feedback: open-ended question, prompts, optional code, sup-
portive tone

Technical feedback: brief explanation, code fix (3-5 lines), respectful tone
Four instructor modes: Auto, Technical, Heuristic, Silent

o Auto mode: applies cognitive psychology and instructional strategy frame-
work

Weighted scheme: cognitive level (50%), error type (20%), learning history
(30%)

Score candidate feedback: relevance (40%), complexity (20%), consistency
(20%), clarity (15%), urgency (5%)

Select the highest-quality response

If inactivity/help request: immediate intervention

e Otherwise compute intervention score (error severity 40%, cognitive level
30%, history 30%)

Score > 0.5 — proactive intervention

Score < 0.5 — support autonomous exploration
Scaffolding extends learning potential

instructors noticed signs of overreliance on Al support, they delib-
erately delayed or temporarily withheld direct answers to preserve
space for autonomous exploration and productive struggle [54, 62].
Building on these findings and on formative and dynamic assess-
ment theories [4, 48], we modeled instructional support as four
feedback modes that integrate both feedback type and triggering
mechanism: Auto, Heuristic, Technical, and Silent feedback (details
in Table 2).

In this stage, the TA Agent generates targeted feedback based
on the student’s cognitive level, error types, and knowledge gaps.
To ensure pedagogically grounded and context-sensitive responses,

we developed a structured prompt-based framework that considers
two key dimensions: feedback type (heuristic vs. technical) and
triggering mechanism (proactive vs. user-triggered). Examples are
shown in Table 3.

(1) Context-setting Prompt: Defines the TA’s instructional
persona and pedagogical goals. For example:
You are a helpful and encouraging teaching assistant
for a Vega-Lite data visualization course. Depending on
the situation, you may proactively highlight issues or
respond directly to students’ questions.
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Table 2: TA agent support modes derived from formative classroom observations, aligned with theoretical foundations and
design implementations.

Trovato et al.

Mode Type

Theoretical Align-
ment

Formative Findings (C4)

Design Implementation

Heuristic Mode

Socratic Method [3];
constructivist Learn-
ing theory [22].

At the beginning of the task, instruc-
tors often use open ended questions and
Socratic dialogue to stimulate students’
thinking while deliberately avoiding
giving direct answers.

The agent uses open ended prompts to
trigger reflection, offering directions for
thinking instead of direct solutions and
guiding students to reason and revise
on their own.

Technical Mode

Direct Instruction [6].

When students encounter specific tech-
nical obstacles such as syntax errors or
logic errors, instructors shift to precise
and directive support to ensure that the
task can be completed.

The agent provides focused and task
specific guidance, including procedural
steps, code examples and error cor-
rections, which helps students debug
quickly and move the task forward.

Auto Mode

Formative Assessment
Theory [4]; Dynamic
Assessment [48].

Instructors continuously assess stu-
dents’ states and flexibly adjust support
strategies based on real time context
such as learning stage, type of difficulty
and current performance, switching be-
tween different levels and types of help.

The agent intelligently selects between
heuristic and technical modes based on
context, taking into account learning
stage, problem type and students’ past
performance, in order to dynamically
adjust the form and intensity of sup-
port.

Silent Mode

Fading of Scaffold-
ing [54]; Metacogni-
tion and Self regulated
Learning Theory [62].

Classroom observations indicate that
frequent immediate help can foster Al
dependence and reduce students’ inde-
pendent attempts, so instructors some-
times delay or withhold responses to
prompt autonomous exploration.

For a period of time, the agent intention-
ally does not respond. This encourages
students to search, debug and reflect on
their own first, avoiding over reliance
on AL

(2) Heuristic Feedback Prompts: Encourage critical thinking

and reflection.

e Proactive: Short observations and a focused guiding ques-

tion (under 50 words).

o User-triggered: One open-ended question, 2-3 concise think-
ing prompts, an optional code snippet, and a supportive

tone (under 100 words).

(3) Technical Feedback Prompts: Provide immediate, task-

specific support.

o Proactive: A brief explanation and one direct code sugges-

tion (3-5 lines).

o User-triggered: A detailed explanation of the issue, a com-
plete code correction, and reasoning for why it works.

(4) Response Constraints: Each feedback instance produces

three concise responses, written in clear, respectful, and

stylistically consistent language.

(5) Feedback Mode Configuration: The generation strategy
is governed by four instructor-controlled modes: Auto Mode:
Both heuristic and technical responses (6) are generated;
Technical Mode: Only technical responses (3) are generated;

Heuristic Mode: Only heuristic responses (3) are generated;
Silent Mode: No feedback is provided.

4.2.5 Stage 5: Selecting Adaptive Feedback Modes. In Stage 5, the
TA Agent selects the most appropriate feedback from the candidate
responses based on the student’s current learning state. In Auto
Mode, it assumes the role of a senior educational expert and uses
a decision framework grounded in cognitive psychology [61] and
instructional strategy [51] to determine whether heuristic or tech-
nical feedback is more suitable. We operationalize this decision rule
using a heuristic weighting scheme derived from our formative
study and discussions with course instructors. The scheme consid-
ers three factors: current cognitive level, error types, and learning
history, with default weights of 50%, 20%, and 30%, respectively,
which can be adjusted for specific course contexts. For example, if
the student is operating at the Apply level or above, shows mainly
design or logic errors, and is making steady progress, the Agent
favors heuristic feedbac. In contrast, lower cognitive levels, fre-
quent syntax errors, and fluctuating performance lead to technical
feedback.

After determining the mode, the TA Agent evaluates the three
candidate responses along five dimensions. These dimensions draw
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Table 3: Examples of Technical and Heuristic Responses under Proactive vs. Normal Templates.

Response Type Proactive Template (auto-triggered) Normal Template (user-triggered)

Technical I noticed your chart does not have a Y encoding, which ~ The issue happens because Vega-Lite does not know
prevents Vega-Lite from drawing the bars. You can what to plot on the Y-axis. To make the bar chart
try adding an aggregate count on the Y-axis: display properly, you should specify an aggregate
{ count for the Y encoding. For example:

“y”: {“aggregate™: “count”, “type”: “quantitative”} {
“x”: {“field”: “category”, “type”: “nominal”},
This small change will allow the bars to show the “y”: {“aggregate”: “count”, “type”: “quantitative”}
number of records in your dataset. }
Here, “x” shows categories, and “y” counts how many
records fall into each. This way, the height of each bar
corresponds to the frequency of that category.
Heuristic Inoticed the Y-axis is not defined. What would happen =~ What do you expect the Y-axis to represent in your

if you tried adding a count aggregation for Y? Could
that make the bars appear as expected?

bar chart? Should it show raw counts, averages, or
something else? If you want counts, you might con-

sider using an aggregate function. Which option best
matches the story you want your chart to tell? You
are making good progress.

from prior work on effective feedback and instructional design: rel-
evance and clarity reflect established principles of high-quality for-
mative feedback [20]; complexity relates to cognitive load [63]; con-
sistency with prior behavior supports self-regulated learning [68];
and urgency highlights the importance of timely intervention [60].
The default weighting configuration (40%, 20%, 20%, 15%, and 5%) is
informed by our formative study and can be adapted to instructional
priorities.

4.2.6 Stage 6: Intervening to Support Learning Progress. At this
stage, the TA Agent finalizes the selection of feedback mode and
content and then enters the decision implementation phase. During
this phase, the system must determine whether to intervene in the
student’s learning process to provide timely support and promote
metacognitive development. The Agent first checks for special
conditions, such as signs of inactivity or explicit help requests. If any
of these conditions are detected, the system intervenes immediately
to address learning stagnation or respond to the student’s needs.

If none of these signals are present, the Agent activates a motivation-

based intervention mechanism. This mechanism conducts a com-
posite assessment based on three factors: cognitive level, error type,
and learning history. These factors mirror those used to select the
feedback mode, although with different weightings. Instructor in-
terviews show that cognitive level carries the greatest weight when
determining the feedback mode, while error type and learning his-
tory become more influential during assessment because reveal
persistent misconceptions and recurring difficulties.

In contrast, for intervention decisions, instructors emphasized
that error type is especially important. If a student is making only
simple or low-level mistakes, immediate intervention is neither
necessary nor desirable, as allowing more time for independent ex-
ploration may better support productive struggle and self-discovery.

The weights assigned to the three factors are informed by empir-
ical observations from our formative study and can be adjusted
to fit specific course needs. The default weighting configuration
is 40%, 30% and 30%. Each factor is normalized to a 0 to 1 range,
and a weighted composite score is computed. When the score ex-
ceeds the intervention threshold (default = 0.5, configurable), the
Agent initiates a proactive intervention; otherwise, it refrains from
intervening to preserve autonomous exploration.

4.3 Instructor Dashboard Design

Real-Time Student Overview via Dynamic Performance Cards (DG2).
When a student joins the interactive dashboard shown in Fig. 4, a
corresponding student card (Fig. 4-C) is generated in the instruc-
tor’s Student Performance panel. Each card displays the student’s
name and their current task state. If the student has not completed
any tasks, the system shows “—” and the task background remains
white. Once a task is completed, a score out of five appears, scores
below three are shown in red and scores from three to five in green,
providing a intuitive indication of student performance. The card
background color also reflects the TA Agent’s current feedback
mode: purple for Auto Mode, blue for Technical Mode, yellow for
Heuristic Mode, and gray for Silent Mode. This design helps instruc-
tors quickly understand both student progress and the support they
are receiving. Instructors can also manage Al behavior at the class
level (Fig. 4-¢3). By clicking the “Set Mode to All Students” button,
they can apply the selected mode to the entire class in one action,
improving operational efficiency and enabling timely adjustments.
As shown in Fig. 1, the instructor sets the class-wide Al mode to
Heuristic Mode at the beginning of the activity to encourage inde-
pendent thinking. About ten minutes later, the instructor notices
unusual behavior in several students and adjusts their modes in-
dividually. In the second half of the class, the instructor switches
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Figure 4: Instructor dashboard for real-time classroom orchestration. (A) Class-Level Alerts highlight potential learning risks
through Agent, Process, and Outcome alerts. (B) Class-Level Analysis aggregates question (b1) and code (b2) issues to reveal
class-wide bottlenecks. (C) Student Performance Cards display each student’s task score and current feedback mode, with
global controls for mode switching (c3). (D) More Details Panel provides drill-down views of individual students, including
agent interactions (d1), mode control (d2), and task-level analysis (d3). Together, these components enable timely intervention

and data-informed teaching decisions.

the entire class to Auto Mode so the system can deliver adaptive
support based on real-time performance.

Live Alerts to Surface Critical Teaching Moments (DG3, DG4). As
the activity progresses, the system continuously updates two pan-
els, Class-Level Alerts (Fig. 4-A) and Class-Level Analysis (Fig. 4-B).
These panels help instructors identify irregular student behaviors
and potential anomalies in TA Agent feedback. The alert mech-
anism supports timely instructional intervention through three
types of alerts. Agent Alert (Fig. 4-al) appears when the TA Agent
in Auto Mode produces technical feedback three consecutive times,
suggesting potential overreliance on direct answers. Process Alert
(Fig. 4-a2) notifies instructors when a student gives three “dislikes”
on feedback within a single task, signaling potential mismatches
between the AI's support and the student’s needs; Outcome Alert
(Fig. 4-a3) is shown when a student completes a task in under three
minutes, raising concerns about shallow engagement. This thresh-
old was determined in consultation with instructors during the
formative study and can be adjusted to meet specific instructional
needs. All alert information is reflected on the corresponding stu-
dent card (Fig. 4-c1), enabling instructors to detect issues quickly.
Instructors can toggle across alert tabs to view class-wide sum-
maries. Each tab shows how many students have ever triggered
that alert type (e.g., 22 out of 54 in Agent Alert), and a red badge
indicates the number of unresolved alerts requiring attention. Once

an alert is addressed, instructors can click “Mark as Handled” (Fig. 4-
a4) to remove it from view, ensuring only unresolved alerts remain
visible.

Class-Level Analysis to Identify Group-Wide Bottlenecks (DG2).
To help instructors identify common issues across the class, the
Class-Level Analysis panel provides two subviews: Question Anal-
ysis and Code Analysis (Fig. 4-B). To monitor students’ use of Al
and detect abnormal behaviors, we designed a pyramid bar chart
that visualizes question types. As shown in Fig. 4-b1, this view
uses LLM-based analysis to show whether students are primarily
engaging in critical thinking or requesting direct answers. Each
bar represents a student: the orange section on the left indicates
the number of answer-seeking questions, and the green section on
the right represents critical thinking questions. This classification
is derived from content analysis of students’ submissions. When
instructors hover over a bar, they can see the student’s name and
total interactions. A “Show Task Breakdown” toggle reveals the
distribution of question types across tasks. The chart updates dy-
namically, and students are sorted by total question count, with the
most active students listed at the top. In the Code Analysis view,
student code errors are categorized and displayed in a bar chart
(Fig. 5-b2). Instructors can click an error category to view the list of
affected students, sorted by error frequency so that those with the
highest counts appear first and can be prioritized for intervention.

Drill-Down View for Diagnosing Individual Student Needs (DG3).
When an instructor identifies unusual behavior or performance
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Figure 5: The Code Analysis view shows how often different
code problems appear in student submissions. Instructors
can click on each bar to see which students had that issue
and and how many times it occurred.

issues through alerts or analysis panels, they can click the corre-
sponding student card to open the More Details panel (Fig. 4-D),
which provides an in-depth view of the student’s learning trajec-
tory and interaction history. This panel includes three subviews.
The Conversation Information section logs the full history of the
student’s interactions with the TA Agent, including the student’s
questions, the Agent’s responses, system-generated cognitive and
code analyses, and the feedback mode or intervention applied. This
detailed record helps instructors understand the reasoning behind
the TA Agent’s feedback and supports subsequent instructional
decisions (Fig. 4-d1). The Agent Information section allows instruc-
tors to view the student’s current feedback mode and adjust the
TA Agent’s support level based on learning progress (Fig. 4-d2) or
class pacing (Fig. 4-c3). For example, if class time is nearly over and
the student has not made progress, the instructor may switch to
Technical Mode to provide more direct code guidance (Fig. 4-c3).
Finally, the Task Information panel presents detailed scores and
final code submissions for each task. With this comprehensive in-
formation, instructors can trace the student’s coding process when
performance is low, identify learning obstacles and skill gaps, and
offer targeted guidance and intervention to the student (Fig. 4-d3).
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4.4 ClassAid Implementation

ClassAid is a real-time programming support platform built on a
client-server architecture, with a Vue.js frontend and a Python
Flask backend. It supports core features including user authenti-
cation, interaction logging, and feedback collection. Client-server
communication uses RESTful APIs, and Firebase manages user
verification and data persistence. The system integrates OpenAI’s
GPT-40 to perform intelligent code analysis and generate feed-
back. For further details on the model selection process, refer to
Appendix I. As shown in Fig. 3, student activities such as ques-
tion submissions, code executions, and interface interactions are
captured and processed by the TA Agent through a six-stage or-
chestration pipeline, enabling fine-grained, personalized support.
The instructor dashboard provides real-time visibility into student
progress and Agent activity. Instructors can adjust feedback modes
(Silent, Auto, Heuristic, or Technical) individually or class-wide.
These configurations are written to Firebase, which the TA Agent
references in real time to align its responses with instructional
intent. To support adaptive feedback, ClassAid maintains detailed
contextual data for each student, including cognitive state changes,
code quality metrics, error patterns, question types, learning his-
tory, and prior feedback. At each decision point, the system logs
agent reasoning, student behavior, triggers, selected feedback, and
intervention outcomes. All data is stored and visualized in real-time
through the instructor dashboard, and rule-based evaluations priori-
tize critical events to ensure timely and targeted interventions. This
human-AI collaborative design provides instructors with strate-
gic control and immediate insight into student learning, enabling
alignment between pedagogical goals and Al-driven support. Clas-
sAid thus enhances orchestration capacity in hybrid programming
classrooms.

5 Evaluation Design

To evaluate the effectiveness of ClassAid in classroom programming
and understand student experiences, we employed a mixed-method
approach. First, a quantitative study assessed the performance of the
LLM-based TA Agent. Second, a classroom study with 54 students,
one instructor, and two TAs examined system’s usefulness and
usability. Finally, semi-structured interviews with eight experienced
educators provided insights into its instructional value.

Our study is guided by the following research questions:

Student Interface: How do students perceive the effectiveness of the
ClassAid student interface and TA Agent feedback during in-class
programming activities?

Instructor Dashboard: How do instructors perceive the accuracy and
pedagogical utility of ClassAid’s instructor dashboard in real-time
classroom monitoring?

5.1 User Study

We conducted a user study in a graduate-level data visualization
course at a research university to evaluate ClassAid’s usefulness and
usability. During a 75-minute session, students completed two Vega-
Lite visualization tasks using its declarative grammar for interactive
graphics [58].
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5.1.1 Participants. Fifty-four computer science graduate students
participated (35 males, 19 females; M = 25.95 years, SD = 1.31). The
course was taught by a female assistant professor with support
from two TAs. Most students had experience with Al tools but were
unfamiliar with Vega-Lite. Regarding Al-assisted programming,
49% reported frequent use, 40.8% occasional use, 8.2% limited use,
and 6.1% no use. In contrast, 49% had never heard of Vega-Lite, 38.8%
had heard of it but never used it, and 12.2% had brief exposure.

5.1.2  Study Design and Procedure. We did not include a baseline
system due to methodological and practical constraints. The 75-
minute classroom session could not accommodate additional con-
ditions, and repeating tasks risked fatigue and learning effects. A
follow-up study with new participants would introduce variability
in background and proficiency, making comparisons unreliable.

Before the in-class activity, the instructor delivered a twenty-
minute tutorial that introduced Vega-Lite’s key concepts and worked
examples based on its official documentation, ensuring that stu-
dents entered the session with essential prior knowledge. The tuto-
rial slides are included in the Supplementary Material. One of the
authors demonstrated ClassAid and introduced the two tasks (Ap-
pendix B.1). Students were given 50 minutes to complete both tasks
using the ClassAid student interface, with other Al tools prohibited.
They completed Task 1 before Task 2 and were informed that their
performance would not affect their final grades to encourage natu-
ral engagement. Throughout the activity, the instructor and TAs
monitored progress and adjusted Al response modes through the
instructor dashboard. Students completed a 7-point Likert question-
naire afterward, followed by interviews with 10 students (S1-510)
and post-study interviews with the instructor and TAs.

5.2 TA Agents’ Cognitive-Level Assessment and
Feedback Quality

To mitigate potential trust issues associated with LLM-based feed-
back and better understand how students interact with the TA
Agent [29], we conducted expert evaluations of four components:
(1) the accuracy of the Agent’s Bloom-based estimation of students’
cognitive levels, (2) the correctness of its feedback across modes, (3)
the appropriateness of its feedback-type selection in Auto mode, and
(4) the accuracy of its question-type classification (critical thinking
vs. answer seeking). We drew a simple random sample comprising
approximately 50% of all student questions collected in the user
study (n = 274). Following StuGPTVis [9], two instructors with data
visualization teaching experience (I1-12) independently evaluated
the accuracy of the Agent’s Bloom-level classification for each ques-
tion and coded each piece of feedback and question type using a
three-point scale (1 = mostly correct, 0.5 = partially correct, 0 =
mostly incorrect). To assess the Agent’s ability to emulate instruc-
tor decision-making in Auto mode, we drew an additional simple
random sample comprising about 50% of Auto-mode questions (n =
106), and I1 and 12 applied the same scale to rate the appropriateness
of the selected feedback type.
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Figure 6: Student ratings on the ClassAid.

5.3 Educator Interview

To gather additional feedback and improve the generalizability of
our findings, we invited eight university-level programming educa-
tors (E1-EB) to participate in semi-structured interviews following
the user study.

5.3.1 Participants. Participants were recruited through snowball
sampling within the authors’ professional networks [14]. All were
actively teaching programming-related courses. The sample in-
cluded five assistant professors (E1-E2, E4-E6) and three full pro-
fessors (E3, E7-E8), with a gender distribution of three female and
five male. Their teaching experience ranged from 1 to 23 years (M
= 7.1). E1 and E3 had participated in the formative study, while
the remaining participants were newly recruited. Course topics
included data visualization (4), Python programming (2), and Java
programming (2). Each educator received a $50 honorarium.

5.3.2  Procedure. Each interview (90 minutes) began with an in-
troduction to the study’s goals, a system overview, and guidance
on using ClassAid. Participants then conducted an brief free ex-
ploration to familiarize themselves with both the student interface
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and the instructor dashboard. To help participants experience the
system in a context closer to real classroom use, we selected three
segments from the user study data that ended at the timestamps
where the instructor initiated high-frequency mode adjustments.
These segments captured the student—Al interaction patterns that
immediately preceded those adjustments, and each segment in-
cluded the complete interaction records visible to instructors dur-
ing the user study. Participants examined the three segments in
sequence. For each segment, they reviewed the interaction logs, ob-
served students’ learning states, analyzed their difficulties, and used
a think-aloud protocol to adjust TA Agent modes, explaining the
reasoning behind their decisions. After each segment, we showed
the corresponding classroom video for comparison with real in-
structional decisions. The interview concluded with a discussion of
design goals, usability, limitations, and suggestions. All interviews
were conducted via Zoom and audio recorded with consent.

6 Results
6.1 TA Agents’ Cognitive-Level Assessment and
Feedback Quality

This section summarizes the quantitative evaluation results of the
TA Agent based on instructors’ ratings across several dimensions.

6.1.1 Accuracy of of Cognitive-Level. We evaluated the accuracy
of the TA Agent’s cognitive-level predictions by randomly sam-
pling 274 student questions. For each question, the Agent produced
a Bloom-level classification, and two instructors (I1, I2) labeled
the correctness of that classification using a three-level rubric. As
shown in Table 4, the results demonstrated 95.99% agreement which
indicates high a high rater consistency and supports the reliability
of the TA Agent’s cognitive-level estimates.

6.1.2  Correctness of Feedback. We randomly sampled 274 student
questions, each with one heuristic and one technical feedback re-
sponse. Two instructors (I1, I2) independently rated all responses
using a three-level rubric, as shown in Table 5. Overall agreement
reached 94.71%. These results indicate strong inter-rater consis-
tency and suggest that the TA Agent provides reliable feedback
across both modes.

6.1.3 Appropriateness of Auto Mode Selections. To assess the TA
Agent’s feedback-selection in Auto mode, we analyzed 50% of au-
tomatically generated feedback instances (n = 106), including 66
technical and 40 heuristic responses (in Table 6). I1 and I2 indepen-
dently rated each response using a predefined three-level rubric.
The overall percent agreement was 88.68% , indicating high rater
consistency and reliable evaluation of the TA Agent’s feedback
quality.

6.1.4  Accuracy of Question Type. Among the 274 student questions,
the system classified 175 as critical thinking and 99 as direct answer-
seeking. I1 and 12 evaluated the accuracy of these classifications
using the same three-level rubric (Table 7). The overall agreement
was 95.99%, indicating that the system can reliably distinguish
between critical-thinking and direct answer-seeking questions.
Across all evaluated components, the TA Agent demonstrated
consistently strong performance. It provided accurate assessments
of students’ learning states and generated high-quality responses.
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Although some subjectivity remained in Auto-mode feedback selec-
tion, particularly in borderline cases, this does not imply insufficient
performance. In many situations, human instructors also differ in
determining whether a student would benefit more from technical
or heuristic guidance, because such pedagogical decisions do not
have a single correct answer.

6.2 System Evaluation

In this study, we conducted a systematic analysis of system interac-
tions from both the student and instructor perspectives.

6.2.1 Student-Side Performance and Feedback Analysis. Table 8
summarizes student performance, TA Agent triggers, and feedback
across the two programming tasks. Students achieved accuracy
scores of 3.87 and 3.97, with average completion times of 21 and 17
minutes. In total, they made 6,841 code edits, 1,102 code executions,
and 82 pauses. The TA Agent generated 394 proactive triggers, and
28 passive triggers (except student request). Students submitted
547 questions, resulting in 1,107 feedback messages, including 731
heuristic responses, 165 technical responses, and 211 Auto-mode
responses (132 technical and 79 heuristic). Students provided 29
likes and 24 dislikes, corresponding to rating frequencies of 5.5%
and 3.3%. Despite receiving over 1,100 feedback messages, students
only rated a small fraction, consistent with the “extreme feedback
bias” [18], where moderate experiences are less likely to elicit reac-
tions.

6.2.2 Instructor-Side Interventions and Feedback Mode Adjustment
Strategies. At the start of the in-class programming activity, the
instructor and two TAs collaboratively used the ClassAid instructor
dashboard to monitor student progress and manage TA Agents.
As previously introduced (in Sec. 4.3), the ClassAid supports three
types of alerts. The system triggered 15 alerts (four agent, three
process, and eight outcome alerts), of which the team addressed
four agent, three process, and five code alerts, enabling timely
interventions.

To manage feedback mode at scale, the instructional team made
eight classroom-wide feedback mode adjustments based on student
progress and system cues. Initially, all students were set to heuristic
mode to encourage independent and critical thinking. However,
after 10 minutes with no task completions, the team switched to
auto mode to offer more dynamic support. When half of the stu-
dents completed Task 1, those still struggling were transitioned
to technical mode. Later, when students moved on to Task 2, the
class reverted to heuristic mode to reinforce independent problem-
solving. This adaptive strategy supported diverse learning needs in
real time.

In addition to class-level adjustments, the instructor reviewed
logs for 46 students, most commonly due to repeated answer-
seeking behavior, system alerts, code issues, or low performance.
Based on these reviews, 22 students had their feedback modes indi-
vidually adjusted. For example, one student exhibiting persistent
answer-seeking was switched to silent mode to reduce Al over-
reliance. Finally, for students making little progress even under
technical mode, instructors or TAs provided additional human sup-
port. This included identifying difficulties, advising on TA Agent
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Table 4: Inter-rater agreement on the TA Agent’s cognitive-level classification, including detailed rating distributions and

overall reliability.

Cognitive-level Rating Level I1 12 Agreement Count Agreement Ratio
Correct (1) 255 249 247

Overall (n = 274)  Partially Correct (0.5) 12 16 10 95.99%
Incorrect (0) 7 9 6

Table 5: Inter-rater agreement between I1 and 12 across feedback types, including fine-grained ratings and overall reliability.

Feedback Type Rating Level I1 12 Agreement Count Agreement Ratio
Correct (1) 253 249 245

Heuristic (n = 274)  Partially Correct (0.5) 16 21 12 95.26%
Incorrect (0) 5 4 4
Correct (1) 263 258 250

Technical (n = 274)  Partially Correct (0.5) 6 12 4 94.16%
Incorrect (0) 5 4 4

Total - - - 519 94.71%

Table 6: Inter-rater agreement between I1 and I2 for Auto-mode feedback responses, including detailed ratings and overall

reliability.

Feedback Type  Rating Level I1 12 Agreement Count Agreement Ratio
Correct (1) 36 35 34

Heuristic (n = 40)  Partially Correct (0.5) 2 3 1 90.00%
Incorrect (0) 2 2 1
Correct (1) 57 52 50

Technical (n = 66) Partially Correct (0.5) 6 10 5 87.88%
Incorrect (0) 3 4 3

Total - - - 94 88.68%

Table 7: Inter-rater agreement between I1 and 12 on thinking types, including fine-grained ratings and overall reliability.

Thinking Type Rating Level I1 12 Agreement Count Agreement Ratio
Correct (1) 166 164 163

Critical Thinking (n=175) Partially Correct (0.5) 9 10 8 98.29%
Incorrect (0) 0 1 1
Correct (1) 91 87 85

Direct Answer Seeking (n=99) Partially Correct (0.5) 3 5 3 91.92%
Incorrect (0) 5 7 3

Total - - - 267 95.99%
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Table 8: Summary of student performance, TA Agent triggers, and feedback across Task1 and Task2.

Measure Task1l Task2 Total
Accuracy (1-5) 3.87 3.97 -
Completion Time (min) 21 17 -
Code Edits 3,538 3,003 6,841
Code Executions 674 428 1,102
Pauses 25 57 82
Predictive Triggers 75 63 138
Proactive Triggers 267 127 394
Passive Triggers 5 23 28
Questions Submitted 393 154 547
Feedback Received 740 367 1,107
Heuristic Feedback 517 214 731
Technical Feedback 101 64 165
Auto-mode Feedback 122 89 211 (132 Tech., 79 Heur.)
Feedback Likes 21 8 29
Feedback Dislikes 20 4 24
Rating Rate 5.5% 3.3% -

use, or offering direct assistance. In total, five students received
personalized in-person help during the session.

6.3 Evaluation on Student Interface and
Instructor Dashboard

6.3.1 Feedback from Students’ Perspective. As shown in Fig. 6, stu-
dent ratings of feedback, proactive feedback, feedback modes, and
overall system experience were collected on a 7-point Likert scale.

General feedback received positive evaluations, with average
scores above 5.0 for quality, intelligence, coherence, and accuracy,
except for response speed. These results indicate that students
generally found the TA Agent’s feedback effective, although some
reported dissatisfaction with latency when timely support was
needed.

Proactive feedback was rated positively overall, with quality re-
ceiving the highest rating (M = 5.20) and frequency the lowest (M
= 4.98). Some students felt the feedback arrived too quickly and
limited independent reflection, whereas beginners appreciated the
timely guidance. For instance, one student initially tried to assign
colors manually until the Agent suggested a more concise specifica-
tion: color: “field”: “category”, “type”: “nominal”. She
reported being pleasantly surprised because the Agent detected her
difficulty and offered timely support without being prompted.

Regarding feedback mode adjustment, most students could distin-
guish among the modes, noticed instructor-initiated changes, and
believed these shifts affected their performance. In the preference
survey, Auto mode and technical feedback were each preferred
by 42.6% of students, whereas 14.8% preferred heuristic feedback.
Interviews showed that students who preferred heuristic feedback

appreciated its concise and readable style, as well as the space it
provided for independent problem solving. In contrast, technical
feedback was viewed as direct and efficient, offering specific code
suggestions and concrete fixes, although some students worried
it might encourage overreliance on the Al Students prioritizing
task completion often preferred technical feedback, whereas those
choosing Auto mode valued its dynamic adaptation, especially
when unsure which style suited them. We also examined students’
willingness to adjust the feedback mode manually. The average
rating was 5.44, indicating strong interest in having more control.
Many students expressed a desire to select modes themselves when
the system’s responses did not meet their expectations. One stu-
dent noted that instructors may struggle to track individual settings
in large classes and suggested adding a request feature to allow
students to formally ask for mode changes.

Regarding the overall system evaluation, all aspects received high
scores except for personality, with friendliness rated highest (M =
5.70). Students found the interface clean, intuitive, and beginner-
friendly. The lower rating for personality likely reflects the Agent’s
uniform and repetitive response style. Although students appre-
ciated the content, the rigid formatting created a more robotic
impression, which may have negatively influenced their perception
of its personality.

In follow-up interviews, we asked students to compare ClassAid
with other Al tools, such as ChatGPT. Eighty percent of the students
reported that ClassAid was better suited for classroom learning
contexts, whereas general-purpose chatbots were more efficient
when quick answers were needed. Students’ comparisons primarily
focused on several key dimensions.
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Response time and usage efficiency. Most students noted that
general chatbots had a clear advantage in providing immediate
answers, making them suitable for situations with time pressure.
However, students perceived this efficiency as often coming at the
cost of reduced instructional guidance during the learning process.

Feedback form and analytical quality. Approximately 70% of the
students emphasized that during learning, they preferred heuristic
or proactive feedback that supported understanding rather than
direct solutions. Students generally perceived the feedback provided
by ClassAid as placing greater emphasis on reasoning processes
and problem decomposition, which better supported conceptual
understanding. As S1 noted, “During learning, I prefer hints rather
than answers.”

Learning support and instructor visibility. When encountering
learning difficulties, more than half of the students (approximately
60%) reported that they were more likely to turn to Al tools rather
than directly approach instructors, primarily due to feelings of
shyness or discomfort. Although general Al tools could address
some immediate issues, multiple students pointed out that the lack
of instructor oversight made it difficult for instructors to identify
students’ misconceptions or monitor their learning progress. In
contrast, approximately 70% of the students viewed ClassAid as pro-
viding a better balance between learning support and accountability
by offering Al assistance while remaining visible to instructors. S4
explained, “When I encounter learning problems, it is not that I do not
want my instructor to know, but asking directly feels intimidating.”

These findings suggest that compared with other Al tools, Clas-
sAid is uniquely positioned to support educational goals by offering
pedagogically aligned feedback while maintaining transparency for
instructors.

6.3.2 Feedback from Instructor Participants in the User Study. The
instructional team expressed highly positive feedback on ClassAid,
especially praising its real-time visualization of individual progress
and classroom dynamics. The instructor noted that, unlike in earlier
classes where engagement was hard to monitor, ClassAid instantly
showed who had started working, which she described as “a sur-
prising and impressive moment.”

By clearly displaying each student’s progress and difficulties,
the system significantly reduced the instructor’s cognitive load,
enabling her to focus on students who required support and address
class-wide issues more effectively. In user study, for instance, an
omitted explanation of the “scheme” concept led to widespread
errors. The system quickly identified this pattern, prompting the
instructor to provide timely clarification. The system also helped
the instructor gain a clearer understanding of students, particularly
those who consistently struggled. One notable case involved a
student who was unable to complete the task even with technical
mode enabled. Further investigation revealed that the student had
no prior experience with Al tools and lacked effective strategies for
interacting with the system. The instructor provided guidance on
how to formulate questions for the Agent, and with support from
both the instructor and the Agent, the student ultimately completed
the task.

Regarding feedback mode adjustment, the instructor emphasized
that the system enhanced her instructional agency. In one instance,
a student repeatedly asked the Agent for direct answers, prompting
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the instructor to switch the student’s mode to silent. When the
student inquired about the change, it created an opportunity to
discuss the value of independent thinking. This interaction not only
encouraged student reflection but also reinforced the instructor’s
role in shaping learning behaviors in Al-supported classrooms.

6.3.3 Feedback from Educators. Based on a thematic analysis of
interviews with eight educators [16], we found that they expressed
a broadly positive attitude toward ClassAid, emphasizing its con-
trollability, flexibility, and the benefits of dynamic orchestration.
They believed the system helps align AI support with pedagogical
goals, manage class progress more effectively, and reduce the bur-
den of providing personalized feedback in programming-intensive
settings. E1 noted that the ability to adjust the AI Agent in real time
reinforces the instructor’s central role and ensures that the system
remains highly controllable and adaptable.

Feedback Quality. Although both assistant and full professors
expected high-quality feedback, their tolerance for the TA Agent’s
limitations differed. Assistant professors were generally more toler-
ant of imperfect responses, whereas full professors showed lower
tolerance. E1 noted that most students are familiar with tools such
as ChatGPT and therefore understand that Al-generated feedback
may contain inaccuracies. E6 added that instructors still need to
remind students to view Al responses as references rather than
authoritative answers. However, E3 argued that relying solely on
prompt engineering is insufficient for reliably distinguishing heuris-
tic from technical feedback in Auto mode. He suggested using
large-scale fine-tuning or retrieval-augmented generation to im-
prove decision accuracy and ensure more appropriate guidance. E8
further observed that Auto-mode decisions depend on the system’s
accumulated understanding of students’ learning states. Early in
a course, this information is limited, which may lead to unstable
mode selection. He therefore recommended enabling Auto mode
only after sufficient student data has been collected. Building on
this perspective, E7 noted that expectations for feedback quality de-
pend on the type of question. Errors are unacceptable for problems
with standardized answers, whereas flexible feedback is appropriate
for open-ended problems.

System Usage. In contrast, assistant professors focused more on
ClassAid’s visual monitoring capabilities. E7 praised the layout and
information presentation of the instructor dashboard, noting that
thoughtful visualization design reduced the burden of classroom
monitoring. E6 observed that although the dashboard presents task
scores clearly, richer behavioral information is scattered across
multiple detailed views. This fragmentation makes it difficult for
instructors to form a coherent understanding of students’ learning
processes and increases the effort needed to make fine-grained
adjustments during class. E4 added that although the dashboard
includes a summary layer through bar charts of question and error
types, integrating these summaries with the other views remains
challenging. For example, while the system can highlight students
who frequently request direct answers, identifying and summariz-
ing the specific questions they posed still requires manual explo-
ration. These observations suggest a need for tighter integration
between summary-level analytics and detailed behavioral views
to help instructors interpret student progress more efficiently and
adjust the Agent accordingly.
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Agent Control. Instructors were unsurprised by the low frequency
of student feedback on the TA Agent, noting that students tend to
prioritize task completion. E2 suggested focusing instead on the
Agent’s ability to assess its own effectiveness through students’
behavior, which may provide a more reliable supervisory mech-
anism. E5 further recommended using the relationship between
code and feedback as an indirect indicator of the Agent’s perfor-
mance. When we proposed giving students limited control over
their Agent mode, E3 raised concerns about potential misuse, such
as repeatedly choosing technical mode to obtain answers. He sug-
gested that usage restrictions would be necessary if the feature
were implemented.

7 Discussion

7.1 Design Implications

Structured Design of Multi-stage Pedagogical Agents. ClassAid
introduces a six-stage intelligent pedagogical agent grounded in for-
mative and dynamic assessment theories [4, 48], as shown in Fig. 3.
By abstracting how human instructors provide classroom feedback,
the design aligns with the generative process of LLMs. This ap-
proach improves feedback quality and enhances the interpretability
of what is typically a ’black box’ in LLM-based responses [33].
Our findings highlight the value of refining and modularizing the
individual levels of such agents. In the current design, only the
Consider level allows instructor intervention, while the remaining
levels follow fixed rules. Expanding configurability across multiple
levels could give instructors finer control over how feedback is
generated, including how student issues are identified, reviewed,
and selected, thereby supporting more precise management of pac-
ing and granularity. Such flexibility enables more personalized and
context-sensitive learning experiences rather than relying on a
uniform agent design.

Real-Time Class-Level Oversight through Feedback Moni-
toring. While recent research has explored student behavior track-
ing and feedback generation [65], mechanisms for aggregating
these behaviors into actionable class-level insights remain limited,
especially in in-person classroom settings [47]. Our observations
suggest that summarizing irregular student behaviors into inter-
pretable visual feedback can help educators quickly identify issues
and intervene in a timely manner. In our implementation, these
summaries supported monitoring at both the individual and class
levels. Future systems may extend this approach by incorporating
multi-layered visualizations that capture behavioral patterns across
varying degrees of granularity and time, enabling more informed
and responsive classroom decision-making.

Instructor-Al-Student Triangular Supervision of AI Agents.
Although the potential of LLMs in education is widely acknowl-
edged [55], their real-world deployment requires external oversight
to ensure appropriate and accountable use [73]. One promising di-
rection is a triangular supervision framework in which instructors
and students jointly monitor and regulate the AI agent’s feedback.
Our implementation shows that such collaborative oversight can
enhance transparency and foster trust in Al-supported instruction.
Looking ahead, systems might incorporate self-supervised capabili-
ties that allow Al agents to assess the effectiveness of their feedback
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based on student responses and adapt in real time to improve in-
class performance.

7.2 Future Work

Fine-Grained Feedback for Personalized Learning Support.
By integrating heuristic and technical feedback modes, ClassAid has
shown promise in reducing students’ overreliance on Al and limit-
ing direct answer-seeking behavior. However, as students’ needs be-
come more nuanced, current feedback strategies remain too coarse-
grained to fully support scaffolded learning pathways grounded in
theories such as the Zone of Proximal Development [59] and in-
structional scaffolding [2]. Future work should explore fine-grained
learner modeling to support tiered TA Agent responses. For exam-
ple, within the technical feedback mode, systems should distinguish
among sample code, pseudocode, and full solutions, allowing the
depth of feedback to adapt dynamically to students’ proficiency lev-
els [32]. Additionally, instructional tasks vary in their pedagogical
objectives, underscoring the need to align feedback content with
specific learning goals.

Exploring Shared Control Mechanisms Between Instruc-
tors and Students. Managing TA Agent modes becomes increas-
ingly burdensome in larger classroom settings, where untimely ad-
justments may compromise both learning experiences and the qual-
ity of personalized feedback. Students who actively regulate their
learning may benefit from limited control over the agent [5, 77], but
granting full control could raise instructors’ supervisory load [26].
Students also vary widely in their capacity to manage such control
effectively, depending on their educational background and prior
experience with Al-supported environments [38]. A more balanced
approach would allow students to request permissions or make a
small number of adjustments, or rely on stronger self-supervision
mechanisms within the agent, thereby supporting autonomy with-
out increasing instructor workload.

Integrating Multi-Source Learning Data to Broaden System
Applicability. The future development of TA Agents should extend
beyond prompt engineering by incorporating diverse learning data
such as student history, behavioral traces, and performance pat-
terns [80]. Techniques such as fine-tuning and retrieval-augmented
generation (RAG) can further enhance the agent’s ability to in-
terpret educational contexts [39]. To support a broader range of
courses, a modular configuration system is also needed, one that en-
ables automatic updates to knowledge and prompt libraries based
on course content. Finally, allowing instructors to fine-tune the
agent’s feedback according to specific learning objectives will en-
hance the relevance and flexibility of Al support across diverse
classroom environments.

7.3 Limitation

Scalability The current deployment involved 54 students in a single
session, but larger-scale or extended deployments may introduce
additional challenges. As classroom size increases, system response
time, server load, and the instructor’s capacity to monitor more stu-
dent-Al interactions may become bottlenecks. Managing TA Agent
modes for many students could also increase instructor workload
and reduce the timeliness of pedagogically meaningful adjustments.
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Multi-session and higher-enrollment studies are needed to evalu-
ate scalability and identify potential constraints in long-term or
institution-wide use.

Generalizability Our study examined how the TA Agent sup-
ported students in completing relatively simple Vega-Lite tasks.
Thus, it remains unclear how well the system would generalize to
more complex programming environments, diverse toolchains, or
other pedagogical contexts. The study was also limited to a single
in-person session with one student group and no longitudinal ob-
servation, restricting insights into long-term stability and broader
applicability. Although the deployment focused on an in-person set-
ting, future work should explore online or hybrid classrooms, where
real-time orchestration may be especially valuable. Broader evalua-
tions across subject areas, task complexity, teaching modalities, and
learner profiles are needed to assess the system’s generalizability.

8 Conclusion

This paper introduces ClassAid, a real-time classroom orchestration
system that integrates an intelligent TA Agent and an instructor
dashboard to facilitate responsive feedback and instructor-Al col-
laboration. At its core is a six-stage framework that enables the TA
Agent to monitor student behavior, infer cognitive states, select
feedback strategies, and deliver targeted interventions to support
metacognitive development. We deployed ClassAid in a graduate-
level programming course (n = 54) and found that the TA Agent
provided accurate and personalized feedback, while the instruc-
tor dashboard enabled real-time oversight and dynamic control of
feedback modes. Together, these features supported instructors in
maintaining pedagogical authority, addressing emerging learning
needs, and reducing the cognitive load of managing large class-
rooms. Quantitative results demonstrate the TA Agent’s strong
performance in feedback generation and decision-making, and
qualitative feedback from students and educators highlights the
system’s usability, instructional value, and potential for responsible
Al integration. Overall, this study proposes a novel instructor-Al
collaboration model for programming classrooms, offering a scal-
able, adaptive solution to the challenges of real-time feedback and
classroom orchestration in the era of generative AL
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(2) How many years of programming teaching experience do

[83

2. Understanding Your Teaching Experience

(5) In programming courses, do you prefer students to complete
lab assignments individually or in groups?

(6) Why do you prefer individual lab work or group lab work?
Follow-up: What do you think are the advantages and disad-
vantages of individual lab work?

Advantages for students and instructors:
Disadvantages for students and instructors:

3. Barriers to Teacher Student Interaction

(7) Do you observe any barriers that make students reluctant
to ask questions, such as social distance or fear of asking
simple questions?

Follow-up: Have you found ways to address this, or is it
difficult to change?

4. Instructional Guidance

(8) How do you usually guide students during programming
activities? For example, prompting them to reason or giving
direct solutions? Could you provide an example?

(9) How do you decide the level of guidance to provide when a
student asks for help?

Follow-up: Does your decision depend on student perfor-
mance, time constraints, or other factors?
(10) Besides giving concrete solutions and offering heuristic en-
couragement, do you have other ways of guiding students?
(11) Do you proactively offer help during labs? What factors
influence your decision to intervene?

5. During Student Agent Interactions

(12) If an Al agent provided feedback to students, what capabili-
ties or types of feedback would you want it to have?
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(13) What information about student-agent interactions would
you want access to (e.g., conversation logs, task progress,
question types)?

(14) Do you think it is necessary to monitor or evaluate the
agent’s performance? How would you assess whether it
is helping students effectively?

(15) Do you need information about the students’ task completion
status?

(16) In general, do you believe an LLM-based agent can support
student learning effectively?

6. Perspectives on Agents

(17) If an AT agent could monitor or participate in student discus-
sions, what functions or characteristics would you want it
to have?

(18) What aspects of the agent’s behavior should be adjustable,
and who should have control (instructors, students, or both)?

(19) Would you prefer the agent to actively participate in student
collaboration or to provide feedback only when needed?

(20) What aspects of the agent’s behavior should be adjustable,
and who should have control (instructors, students, or both)?

(21) Do you trust the outputs of LLM-based agents? Under what
conditions would you need explanations or insights from
them (e.g., participation analysis, concept understanding,
off-topic detection)?

B Task Design

We deployed ClassAid in a graduate-level Data Visualization course
offered by the Department of Computer Science at the local research
university. The course combines theoretical instruction with in-
class programming activities to introduce key principles of data
visualization and their practical implementation. To prepare for
deployment, we met with the course instructor over three one-
hour online meetings. After discussing the feasibility of integration,
the instructor agreed to adopt ClassAid for in-class use, and we
collaboratively defined the classroom programming tasks.

B.1 Task Design

Both Task 1 and Task 2 used the same synthetic dataset consisting
of 100 two-tuples, where one element is a numeric score and the
other is a categorical label. The dataset exhibited clusters of values
within specific ranges, making it particularly suitable for binned
statistics and aggregation-based visual analysis. The tasks were
designed to help students uncover score distributions and explore
relationships between categories.

B.1.1 Task 1: Score Distribution Chart. In Task 1, students were
asked to use Vega-Lite to create a bar chart showing the distribution
of scores across predefined ranges. The x-axis was required to
display binned score intervals, while the y-axis represented the
count of scores within each bin. Additionally, appropriate axis labels
and a chart title were expected. This task assessed students’ ability
to create basic bar charts using Vega-Lite, focusing on binning
continuous variables, aggregating values per bin, and presenting
the results in a readable format.

B.1.2  Task 2: Class Average Scores. Task 2 required students to
create a bar chart depicting the average score for each category
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(A, B, C, D, E). The x-axis represented categories, the y-axis dis-
played average scores, and bars were colored based on category.
Building on the first task, Task 2 evaluated students’ ability to
perform data aggregation, assign categorical values to the x-axis,
apply color encoding, and present average values in a clear and
interpretable chart.

C Interview Questions for Students
1. Prior Experience with Al Tools

(1) Have you used Al tools to assist with programming before?
How about during classroom programming activities?

(2) What motivated you to use AI? Was it mainly to get direct
answers?

(3) Did you find the Al-generated responses helpful?

(4) Do you feel that relying on Al allowed you to complete the
task without truly learning?

(5) Have you used Al tools in other classes? Were those uses
allowed by your instructors?

2. Comparing Our System with Other AI Tools

(6) When using our system, did you interact with it the same
way you would with other Al tools (e.g., directly asking for
answers or requesting code fixes)?

(7) Did you notice any differences between our system’s re-
sponses and those from other Al tools? What were they?

(8) Which type of response did you prefer, and why?

3. Social and Emotional Reactions

(9) Did the fact that teachers could view your Al interactions
make you feel uncomfortable or less willing to ask direct
questions?

4. System Usage Patterns and Feedback Perception

(10) Did you frequently check the provided tutorials? Did you
rely more on the Al or the tutorials to complete tasks?

(11) How would you evaluate the Al responses in our system?
What were the strengths and weaknesses?

(12) What had the greatest impact on your experience? Do you
have any examples to share?

(13) When you received proactive feedback, did it arrive in a
timely and useful manner? Why or why not?

5. Feedback Evaluation and AI Mode Awareness

(14) When did you feel inclined to rate the AT’s feedback? Or why
did you choose not to rate it?

(15) In which cases were you most likely to give a rating (e.g.,
when the feedback was very wrong or particularly helpful)?

(16) Did you notice when the teacher adjusted your AI mode?
Could you guess why? Was the adjustment timely?

(17) Did you perceive differences between the AI modes? If so,
what were they?

(18) Which mode did you prefer, and why?

(19) If you could choose your own Al mode, what factors would
guide your decision?

6. Learning Outcomes and Teacher Interaction

(20) Compared to before, do you feel you gained more knowledge
or had a better grasp of the material?
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(21) Did the system enhance your interaction with the teacher?
Besides adjusting the Al did the teacher provide any extra
support?

7. Reflections and Future Expectations

(22) Do you have any suggestions for improving the system?

(23) Would you prefer the system to help you expand your knowl-
edge or simply assist in completing the task?

(24) If the system were applied to other subjects such as Python
learning, would you be willing to use it?

D Interview Questions for Instructors
1. Teaching Practices and Existing Challenges
(1) How did you typically organize programming activities in
your previous classes? What challenges did you face?
(2) Were you able to monitor students’ learning behaviors and
progress in real time? Did they actively ask for help?
(3) Were you previously aware of students’ weaknesses in spe-
cific areas? How did you evaluate their programming skills
then, and how does that compare to now?

2. System Impact and Perceived Changes

(4) Do you think our system has helped address some of the
issues you faced before? Could you elaborate?

(5) Has the system helped you better understand students’ pro-
gramming abilities and individual differences?

(6) Were you able to identify students who needed additional
support beyond the AI? What actions did you take?

(7) Besides adjusting the Al feedback mode, did you have any
other interactions with students?

(8) Which part of the system did you find most useful? Why?

(9) Which part did you find less useful? Why?

3. Information Presentation and System Performance

(10) Do you find the system’s information sufficiently detailed?
Were there any insights you wished to see but couldn’t?

(11) Did this information help create more opportunities for in-
teracting with students?

(12) Was the data visualization intuitive and easy to interpret?

(13) How would you evaluate the system’s responsiveness and
real-time performance?

(14) Did you find the system workflow smooth? Was it overly
complex at any point?

4. Al Feedback Quality and Control Strategy

(15) From your observation, was the Al-generated feedback help-
ful to students? How would you rate its quality? Did it help
students complete tasks or improve their coding skills?

(16) Was the system’s proactive feedback effective? Did you ob-
serve students’ attitudes toward it? Were there students who
disliked it, or none who explicitly liked it?

(17) What was your strategy for adjusting the Al feedback modes?
Were there general rules or specific student behaviors that
guided your decisions?

5. Notable Events and Student Reactions

(18) Were there any interesting or memorable events during your
use of the system? (e.g., the student in Silent Mode who still
struggled even after switching to Technical Mode)
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(19) Did you receive any direct feedback from students? What
did they say?

6. Teaching Load and Trust in AI

(20) Did the system help reduce your teaching burden? For exam-
ple, by simplifying feedback delivery or improving aware-
ness of student performance?

(21) After being given control over the Al, did you feel more
confident or trusting in its role?

7. Insights and Reflections

(22) Did you discover anything new through using the system?
For example, students not knowing how to ask questions or
struggling to articulate their problems to the AI?

(23) Would you be willing to continue using the system in the
future? Why or why not?

E Prompt for Reviewing and Assessing Student

prompt =

History

You are a ReviewlAgent responsible for reviewing and

summarizing a student's learning trajectory in
response to system triggers. Your goal is to assess
the student's current and past progress to support
the delivery of targeted, pedagogically aligned
feedback.

You will receive:

Recent activity context: includes latest interactions,
code submissions, and AI feedback traces.

Historical learning profile: includes completed tasks,
concept mastery, performance patterns, and learner
preferences.

Your job is to produce a structured summary across five

1o

dimensions:

*xCognitive Analysis*x: Determine the current Bloom
level and confidence trend based on recent
interactions. Identify signs of stagnation or
regression. Use Bloom's taxonomy to classify student

questions or actions into one of six levels:
Remember , Understand, Apply, Analyze, Evaluate,
Create. Include reasoning for the classification.

*xError Analysis*x: Extract error types, frequency,
and distribution. Identify recurring mistakes and
infer potential conceptual misunderstandings.

*xLearning Historyxx: Report preferred feedback mode,
completed tasks, success rate, and learning style.

*xCurrent Statexx: Assess current task status, recent
triggers, activity level, and code quality.

*xKnowledge Statex*: Distinguish mastered vs.
struggling concepts, and highlight areas needing
further support.

5 === Input Schema ---

{

}

"recent_activity": { ... 3},
"historical_profile": { ... }

--- Output Format ---

2 {

"cognitive_analysis": {
"level": "apply",
"confidence": 0.8,
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"reasoning": "The student is asking how to apply a
specific encoding to a Vega-Lite chart, which aligns
with the Apply level."

3,

"error_analysis": { ... 3},
"learning_history": { ... 3},
"current_state": { ... 3},
"knowledge_state": { ... 3},

"metadata": { "is_auto_generated": true }

Behavioral Rules:

- Use Bloom's taxonomy to infer and track cognitive
progression.

- Identify stagnation if levels drop or remain unchanged.

- Analyze code execution success and progress to infer
task phase.

- Detect high-frequency error patterns linked to
conceptual gaps.

- Maintain structured, valid output suitable for
downstream reasoning agents.

wan

F Prompt for Considering Appropriate Forms
of Learning Support

You are a ThoughtFormation agent that transforms user
input, student state, and code context
into structured 'thoughts' for downstream tutoring agents
You generate multiple categorized
responses to support reflective feedback, scaffolded
guidance, and proactive corrections.

Your job is to segment the incoming data into actionable
thinking paths for three feedback agents:

1. TechnicalAgent (for code-based explanation and fixes)

2. HeuristicAgent (for reflective, question-based prompts

)
3. MetaAgent (for cognitive-level insights and metadata
packaging)

*xInput Schema*x:
{
"user_message": "Why is my chart not showing any bars
Py
"current_code": "{ \"mark\": \"bar\", \"data\": {3},
\"encoding\": {} }",
"response_mode": "auto",
"retrieval_result": {
"cognitive_analysis": {
"level": "understand",
"confidence": 0.8
1,
"error_analysis": {
"patterns": [
{ "type": "data", "message": "Missing
values field" }
15
"most_common": "data"
5
"learning_history": {
"preferred_mode": "technical",
"completed_tasks_count": 4
1,
"current_state": {
"recent_triggers": [{"type": "run", "
is_auto_generated": true}]
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3,
"metadata": {
"is_auto_generated": true

"task_id": "task1"

*xQutput Schema*x (Auto Mode Example):

"is_automatic": true,
"mode_used": "auto",
"timestamp": 1712854012.123,
"thoughts": {

"technical": [
"Your chart doesn't render because the 'data'

field is empty. Try adding a 'values' object with
your data.",

"You may be missing 'encoding' definitions.

Vega-Lite needs both 'x' and 'y' channels to
position bars.",

"Make sure you include a mark type and fields

for encoding. A minimal bar chart requires: 'mark',
'data', 'encoding'."

15
"heuristic": [
"What fields are you trying to display on the

x and y axes?",

"How does your data structure match the

encoding definition?",

"Have you defined both the mark and the

encoding channels required for this chart?"

]

"metadata": {

"cognitive_level": "understand",
"error_patterns": [
{ "type": "data", "message": "Missing values

field" }

15
"learning_history": {
"preferred_mode": "technical",
"completed_tasks_count": 4
3,
"current_analysis": {
"code": {
"has_mark": true,
"has_data": false,
"has_encoding": false
3,
"question": {
"types": ["debug", "visualization"],
"thinking_type": "A",
"has_hypothesis": false
3,
"is_automatic": true,
"task_id": "task1"

*xQutput Example (Technical Mode Only)x*:

"is_automatic": false,
"mode_used": "technical",
"timestamp": 1712854012.345,
"thoughts": {

"technical": [
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"Try specifying your data like this:\n \"
data\": { \"values\": [ { \"x\": 1, \"y\": 2 3}, { \"
x\": 2, \"y\": 3} 1 3",

"Your encoding might be missing. Add:\n \"
encoding\": { \"x\": { \"field\": \"x\", \"type\l"
\"quantitative\" 3}, \"y\": { \"field\": \"y\", \"

\"quantitative\" } }",
"Also make sure your mark is set to

type\":
"bar'.

Try this:\n \"mark\": \"bar\""
]
P
"metadata": {
"cognitive_level": "understand",
"error_patterns": [
{ "type": "data", "message": "Missing values
field" }
1,
"learning_history": {
"preferred_mode": "technical",

"completed_tasks_count": 4

3,
"current_analysis": {
"code": {
"has_mark": true,
"has_data": false,
"has_encoding": false
3,
"question": {
"types": ["debug", "visualization"],
"thinking_type": "A",
"has_hypothesis": false
3,
"is_automatic": false,
"task_id": "task1"
3}

**Behavior Rulesxx:

1. *xSilent Mode#**:
- Do not generate any textual response.
- Only return updated metadata (e.g., error pattern,
cognitive level, etc.)

2. **Auto Modex**:
- Generate both technical and heuristic responses.
- Each response category must include 3 distinct,
-aligned responses.
- Use historical error patterns and Bloom-level
classification to customize difficulty.

task

3. **Technical Modexx:
- Provide 3 fix-oriented, code-grounded responses.
- Include complete but minimal code examples per
response.
- Ground each suggestion in task goals and data
validity checks.

Mode x*:

concise, question-led responses to
stimulate student reflection.

- Encourage self-correction and exploration without
directly giving answers.

- Align questions with the user's current cognitive
level and task intent.

4. **Heuristic
- Provide 3

5. xxMetadata Packagingx*x:
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- Always include structured metadata for downstream
agent reasoning:
* Bloom cognitive level

Error types and frequency

Learning history and style

Automatic vs. manual origin of message

Code validity and structure

*

*

*

*xTechnical Prompt Construction Example (in
ThoughtFormationSystem) **

Depending on whether the message is automatically
triggered or manually asked by the user,

the following templates are used to construct prompt for
OpenAI API.

Case 1:

Automatically Detected (is_automatic = true)

Prompt Template:

As a proactive technical tutor, generate 3 different
responses to automatically detected issues.

Each response MUST be completely separated from others
using the '---RESPONSE---' marker.

Current Context:

- System Message: {user_message}

- Code: {current_code}

- Code Analysis: {code_analysis_dict}

- Question Analysis: {question_analysis_dict}
- Data Status: {"Valid" or "Invalid"}
{task_specific_context}

Historical Context:

- Cognitive Level: {cognitive_level}
- Error Patterns: {error_list}

- Learning process: {student_process}

For EACH response, please:

1. Proactively identify potential
specific to the current task

2. Provide clear, actionable suggestions that align with
the task's visualization goals

3. Include specific code examples that match the task
requirements

4. Focus on best practices for the specific type of
visualization needed

5. Keep explanations concise but comprehensive

issues or improvements

IMPORTANT FORMAT REQUIREMENTS:

- DO NOT use any markdown formatting (no *x, *, _,
- Use plain text only

- For emphasis, use UPPERCASE words instead of markdown
- For code examples, simply indent them with 4 spaces

- Keep line breaks for readability

etc.)

Format your response exactly like this:

---RESPONSE ---
[First proactive technical response in plain text]

---RESPONSE ---

[Second proactive technical response in plain text]
---RESPONSE ---

[Third proactive technical response in plain text]

Case 2: User-Initiated (is_automatic = false)
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Prompt Template:

As a technical tutor, please generate 3 different
technical responses to the user's question.

Each response MUST be completely separated from others
using the '---RESPONSE---' marker.

Current Context:

- Question: {user_message}

- Code: {current_code}

- Code Analysis: {code_analysis_dict}

- Question Analysis: {question_analysis_dict}
- Data Status: {"Valid" or "Invalid"}
{task_specific_context}

Historical Context:

- Cognitive Level: {cognitive_level}
- Error Patterns: {error_list}

- Learning process: {student_process}

For EACH response, please:

1. Directly answer the user's question with

2. Provide working code examples that align
's specific requirements

3. Build upon the student's historical learning

4. Explain why the suggested code works and is
appropriate for this specific visualization task

5. Include complete, working code examples with necessary
explanations, also need concise

explanation
with the task

Format your response exactly like this:

---RESPONSE ---
[First technical response here with explanation and
reasoning]

---RESPONSE ---
[Second technical response here with explanation and
reasoning]

---RESPONSE ---
[Third technical response here with explanation and
reasoning]

wan

G Prompt for Selecting Adaptive Feedback
Modes

prompt = """

You are a teaching assistant AI responsible for selecting
the most appropriate feedback style (technical or
heuristic) and choosing the best response for the
student.

You will receive:

1. Student's current question and code.

2. A set of generated technical and heuristic responses.

3. Analysis results about the student's cognitive level,
past learning behavior, error patterns, and code
structure.

Your task is to:

A. Determine whether the technical or heuristic feedback
mode is more suitable for the current student
situation.

11
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B. Select the single best response from the chosen mode
that maximally aligns with the student's needs.

Use the following decision framework:
- Mode selection is based on cognitive psychology and
instructional strategy principles.
- Apply a weighted scheme to assess:
* Current cognitive level (50%)
* Error types (20%)
* Learning history (30%)

You can refer to the principles:

- If the student is at the Apply level or above, with

mostly logic/design errors and steady progress,

prefer heuristic feedback.

the student is at lower cognitive levels, has

frequent syntax errors, or shows inconsistent

progress, prefer technical feedback.

Once a mode is selected, rank the candidate responses

from that mode using the following five criteria:

1. Relevance to the student's question and code (40%)

2. Complexity appropriate to the cognitive level (20%)

3. Consistency with prior behavior and learning history
(20%)

4. Clarity of explanation (15%)

5. Urgency based on current errors or stagnation (5%)

Choose the top-ranked response and justify your choice.

Input Example ---
student_question: Why is my bar chart blank?

student_code: { "mark": "bar", "encoding": {}, "data": {}
3
thoughts: {
"technical": ["Try adding a 'values' array to your data
field.", "Ensure 'encoding' has 'x' and 'y' fields
defined.", "The chart is empty because Vega-Lite can

't draw bars without data values."],
"heuristic": ["What is missing from the data definition
?", "How does your encoding connect to the dataset

?", "Can you see if you've declared both axes?"]

3

cognitive_info: {"level": "understand", "confidence":
0.7, "has_hypothesis": false}

error_info: {"patterns": [{"type": "data", "message": "

Missing values field"3}]1}
learning_history: {"preferred_mode":

"heuristic",

completed_tasks_count": 3, "success_rate": 0.6}
code_analysis: {"has_mark": true, "has_data": false, "
has_encoding": false}
--- Output Format ---
{

"selected_mode": "heuristic" or "technical",

"selected_response": "...chosen response string from
that mode...",

"justification": "...explanation of why this response
and mode were selected based on cognitive and code
context."

}
--- Output Example ---
{
"selected_mode": "heuristic",
"selected_response": "What is missing from the data

definition?",
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"justification": "The student's question is vague and
the code lacks both data and encoding, which
suggests early confusion. Their preferred mode is
also heuristic, and their Bloom level is 'understand
'. A reflective prompt would encourage self-
discovery more effectively than a direct fix."

Consider if the student is
If the

Please analyze carefully.
looking for a direct fix or needs guidance.
question is vague or the code is incomplete,
heuristic guidance may be better. If the error is
obvious and the student has shown technical
preference, technical feedback might be better.

H Prompt for Intervening to Support Learning
Progress

prompt = """

You are a classroom intervention assistant AI responsible
for deciding whether an instructor should intervene
to support a student during programming activities.

You will receive:

1. The student's current feedback mode (e.g., auto,

technical, heuristic)
2. Cognitive analysis (level, confidence, understanding)
3. Error analysis (types, frequency, severity)

4. Learning history (success rate,
completion rate)

5. Trigger event information (type: active,
predictive, and whether auto-generated)

help frequency,

passive,

Your task is to:

A. Decide whether intervention is necessary at this time.

B. Provide a justification for your decision based on
cognitive need, error risk, history, and trigger
information.

C. Assign an intervention score (0.0 to
an appropriate intervention mode ("proactive",
passive").

1.0) and suggest

"

Use the following decision framework:

- Immediately intervene if explicit help is requested (
passive, not auto-generated), or if the student is
stagnant (active trigger with duration > 60s).

- Otherwise, compute a motivation-to-intervene score
using:

* Error severity and frequency (40%)
* Cognitive level, confidence, and understanding (30%)
* Historical performance (30%)

- If the combined score exceeds 0.5,
intervention.

- If the score is below threshold, refrain from
intervening to encourage autonomy and metacognitive
development.

initiate proactive

Input Example ---
current_mode: "auto"
cognitive_analysis: {

"level": 2,
"confidence": 0.4,
"understanding": 0.3
3
error_analysis: {
"patterns": [{"type": "syntax"}, {"type": "runtime"}],
"frequency": {"syntax": 3, "runtime": 2}

Trovato et al.

}

learning_history: {
"success_rate": 0.4,
"completion_rate": 0.5,
"help_frequency": 0.6

}

trigger_info: {
"type": "active",
"details": {"is_stagnant": "duration":

true, 140}

{

Output Format ---

"should_intervene":
"intervention_score": float (0.0 - 1.0),
"mode": "technical" | "heuristic" | "auto",
"reason": "...rationale for the decision...",
"timestamp": "YYYY-MM-DDTHH:MM:SS"

true or false,

--- OQutput Example ---

"should_intervene":

"intervention_score":

"mode": "proactive",

"reason": "Student shows low confidence and
understanding, has high help frequency,
experienced stagnation for 140 seconds.
intervention recommended to re-engage the student
and provide timely support.",

"timestamp": "2025-04-11T22:45:00"

true,
0.85,

and
Proactive

Please weigh all inputs thoughtfully and act in the
student's best interest.

nwon

I Performance Comparison of Different LLMs

To clarify the engineering considerations underlying our choice of
the large language model (LLM), we conducted a controlled com-
parison of multiple GPT models using five representative query
types derived from classroom use. These query types include basic
visualization construction, error diagnosis and repair, feature en-
hancement, conceptual explanation, and task oriented specification
generation. It is important to emphasize that this comparison fo-
cuses on system level metrics rather than semantic correctness or
task optimality. Specifically, we evaluated average response latency,
token usage, and output format compliance. Format compliance
measures whether model outputs strictly adhere to the response
schema required by ClassAid, such as correct delimiters, complete
response blocks, and parsable code. This property is critical for
enabling instructor mediated orchestration and downstream pro-
cessing in real time classroom settings.

[

{
"query_type": "Q1: Basic Visualization Construction",
"user_message": "How do I create a bar chart in Vega-
Lite?",
"current_code": ""
"description": "Constructing a basic bar chart
specification from scratch"

}

{

"query_type": "Q2: Error Diagnosis and Repair",
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"user_message": "My code has an error: Missing
encoding specification",

"current_code": {

"$schema": "https://vega.github.io/schema/vega-1lite
/v5.json",
"data": {"values": [{"x": 1, "y": 23}13},
"mark": "bar"
X,
"description": "Identifying and repairing missing
encoding fields"
Uo
{
"query_type": "Q3: Feature Enhancement",
"user_message": "How can I add colors to distinguish
different categories?",
"current_code": {
"$schema": "https://vega.github.io/schema/vega-lite
/v5.json",
"data": {"values": [{"category": "A", "value": 10},
{"category": "B", "value": 203}13},
"mark": "bar"
"encoding": {
"x": {"field": "category", "type": "nominal"},
"y": {"field": "value", "type": "quantitative"}
}
},
"description": "Extending an existing visualization
with color encoding"
3,
{
"query_type": "Q4: Conceptual Explanation",
"user_message": "What's the difference between bar
and column charts?",
"current_code": ""
"description": "Explaining visualization concepts
without code generation"
3,
{
"query_type": "Q5: Task-Oriented Specification
Generation",
"user_message": "I want to create a histogram showing
score distribution",
"current_code": {
"$schema": "https://vega.github.io/schema/vega-lite
/v5.json",
"data": {"values": [{"score": 85}, {"score": 90},
{"score": 75}1}
1,
"description": "Generating a complete visualization
specification based on task intent"
3

As summarized in Table 10, all evaluated models were com-
pared based on the average results from 30 experimental runs.
While all the models were generally capable of generating valid
responses, their performance varied significantly across different
query types. Other models, such as GPT 4 and GPT 4 Turbo, tended
to generate longer and more detailed explanations but exhibited
significantly higher response latency, particularly for complex task
oriented queries. This characteristic makes them less suitable for
real time classroom deployment. In contrast, GPT 4o consistently
demonstrated a more balanced trade off among response latency,
instructional richness, format compliance, and per query cost.

Based on these engineering considerations, we adopted GPT 4o
for the classroom deployment of ClassAid. We emphasize that our
contribution does not depend on any specific LLM, but rather on
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Table 10: Performance and Cost Comparison of LLMs Across
Query Types (Q1-Q5)

Model Metric Q1 Q2 Q3 Q4 Q5
Avg. Response Time (s) 733 1051  9.00 551 10.72
GPT-40 Avg. Tokens / Request 563 966 1096 512 1101
Format Compliance Rate (%) 100 100 90 100 100
Input Cost ($/1M tokens) 5.00
Output Cost (/1M tokens) 15.00
Avg. Response Time (s) 1250 1440 17.81 1295 19.01
GPT-4-turbo Avg. Tokens / Request 698 989 1129 651 1142
Format Compliance Rate (%) 100 100 100 100 53
Input Cost ($/1M tokens) 10.00
Output Cost ($/1M tokens) 30.00
Avg. Response Time (s) 10.71  19.94 4148 11.65 19.86
GPT-4-0125-preview  Avg. Tokens / Request 602 1119 1214 662 1170
Format Compliance Rate (%) 100 93 100 100 83
Input Cost ($/1M tokens) 10.00
Output Cost ($/1M tokens) 30.00

the system design that enables real time instructor control over
student Al interaction. The appendix level model comparison is
intended to improve transparency and support future extensions
of this work under alternative model choices.
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